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Abstract 

Explainable and interpretable machine learning has emerged as essential in leveraging 
artificial intelligence within high-stakes domains such as healthcare to ensure transpar-
ency and trustworthiness. Feature importance analysis plays a crucial role in improving 
model interpretability by pinpointing the most relevant input features, particularly 
in disease subtyping applications, aimed at stratifying patients based on a small set 
of signature genes and biomarkers. While clustering methods, including unsupervised 
random forests, have demonstrated good performance, approaches for evaluating fea-
ture contributions in an unsupervised regime are notably scarce. To address this gap, 
we introduce a novel methodology to enhance the interpretability of unsupervised 
random forests by elucidating feature contributions through the construction of fea-
ture graphs, both over the entire dataset and individual clusters, that leverage parent-
child node splits within the trees. Feature selection strategies to derive effective feature 
combinations from these graphs are presented and extensively evaluated on synthetic 
and benchmark datasets against state-of-the-art methods, standing out for perfor-
mance, computational efficiency, reliability, versatility and ability to provide cluster-spe-
cific insights. In a disease subtyping application, clustering kidney cancer gene expres-
sion data over a feature subset selected with our approach reveals three patient groups 
with different survival outcomes. Cluster-specific analysis identifies distinctive feature 
contributions and interactions, essential for devising targeted interventions, conduct-
ing personalised risk assessments, and enhancing our understanding of the underlying 
molecular complexities.

Keywords: Feature selection, Unsupervised random forest, Interpretable machine 
learning, Feature graphs, Disease subtyping

Introduction
Interpretable machine learning has become a critical focus across diverse domains, as 
understanding the reasoning behind model predictions is widely regarded as at least 
as important as achieving high predictive accuracy [1]. To address this need, two main 

*Correspondence:   
bastian.pfeifer@medunigraz.at

1 Department of Pure 
and Applied Sciences, University 
of Urbino, Urbino 61029, Italy
2 Biomedical Network Science 
Lab, Department Artificial 
Intelligence in Biomedical 
Engineering, Friedrich-Alexander 
Universität Erlangen-Nürnberg, 
Erlangen 91052, Germany
3 Institute for Medical Informatics, 
Statistics and Documentation, 
Medical University of Graz, 
Graz 8036, Austria

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13040-025-00430-3&domain=pdf


Page 2 of 35Sirocchi et al. BioData Mining           (2025) 18:15 

approaches are adopted. Interpretability by design involves developing models that are 
inherently transparent in their decision-making process, while post-hoc interpretabil-
ity seeks to explain the predictions of opaque models using techniques such as feature 
importance and counterfactual analysis  [2]. In this context, decision trees stand out 
for their transparency in the decision-making process. However, their interpretabil-
ity diminishes as they aggregate into tree ensembles. Random forests exhibit remark-
able performance, particularly in tabular data, often outperforming deep learning 
techniques [3]. This advantage is especially notable in domains like biomedicine, where 
datasets are commonly organised in tabular form. Thus, the challenge lies in balancing 
the interpretability of individual decision trees with the enhanced predictive power of 
ensemble methods.

Random forests have also proven effective in unsupervised learning for computing 
affinity matrices, which can be further analysed through clustering techniques  [4, 5]. 
This capability holds significant promise in biomedicine, particularly for disease subtyp-
ing, where advanced clustering algorithms stratify patients based on shared character-
istics such as clinical features and molecular profiles  [6]. Disease subtyping, powered 
by the collection of multi-omics data and the development of advanced tools leverag-
ing these data sources  [7, 8], enables researchers to identify distinct subgroups within 
a disease, thereby enhancing the understanding of its underlying molecular complexi-
ties [9, 10], ultimately facilitating personalised medical treatments. In these applications, 
uncovering the factors driving clustering decisions, both globally and within individual 
clusters, is crucial.

To leverage the performance of complex models such as random forests without sac-
rificing interpretability, the field of eXplainable AI (XAI) has advanced, offering meth-
ods to uncover the underlying explanatory factors of black-box model predictions. XAI 
has introduced various explanation techniques, ranging from interpretable models that 
approximate input-output relations to methods that highlight the most influential input 
features  [11, 12]. Feature importance methods play a pivotal role in improving model 
interpretability, as they help identify relevant features and support feature selection [13]. 
However, while feature importance in random forests has been extensively studied in 
supervised settings [14], its exploration in unsupervised learning remains notably under-
explored. Enhancing interpretability in unsupervised random forests is therefore a criti-
cal pursuit toward the practical applicability of these models and forms the focus of our 
research.

Novelty In our recent work  [15], we proposed a novel split rule for training random 
forests in an unsupervised manner to derive affinity matrices for clustering. We explored 
its application to disease subtyping and multi-omic data analysis in a federated setting 
and highlighted the need for more advanced techniques to interpret these models. In 
this study, we address this gap by introducing a novel methodology centred on con-
structing and mining feature graphs. These graphs are designed to identify the most 
relevant features and feature combinations utilised by the model in the construction of 
affinity matrices.

Compared to existing methods for evaluating feature importance and performing 
feature selection in unsupervised learning  [16–18], our framework offers several key 
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advantages. By constructing feature graphs, rather than computing feature importance 
scores, the proposed framework provides a more comprehensive feature representation, 
capturing both individual feature importance and feature combinations. Additionally, it 
supports the construction of both dataset-wide and cluster-specific feature graphs, map-
ping feature contributions to specific clusters. Because it leverages the structure of the 
trained unsupervised random forest directly rather than outcomes of clustering algo-
rithms, the proposed method is agnostic to the specific clustering method applied to 
the affinity matrix, and therefore can be used in conjunction with hierarchical cluster-
ing [19] as well as spectral clustering [20], affinity propagation [21] and more [22, 23]. 
For this same reason, it does not require prior knowledge of the number of clusters-an 
important limitation in most existing methods-ensuring broader applicability to real-
world datasets. Furthermore, our graph-mining strategy for feature selection demon-
strates superior performance compared to state-of-the-art methods, both in terms of 
clustering accuracy, reliability, and computational efficiency, offering a versatile and 
efficient solution for feature selection in unsupervised settings. Overall, this methodol-
ogy is particularly suited for disease subtyping applications, characterised by a need for 
cluster-specific insights and computational efficiency due to large data dimensionality.

To summarise, the main contributions of this paper are:

• A novel graph-building method for generating dataset-wide and cluster-specific fea-
ture graphs from unsupervised random forests, mapping feature contributions.

• A graph-mining strategy that selects relevant feature combinations from the con-
structed graphs, offering superior clustering performance at a lower computational 
cost.

• A case study on kidney cancer gene expression data for disease subtyping, demon-
strating the value of the proposed approach in a real-world biomedical application.

Overview of the method In the proposed framework, we construct feature graphs by 
leveraging the parent-child node splits within unsupervised random forests. Each tree 
node is labelled with its corresponding split feature, and edges between parent-child 
nodes are weighted based on multiple criteria and aggregated to form feature graphs 
where nodes represent features, and edges connect pairs of features with weights equal 
to the sum of all corresponding edge weights across the trees. Feature importance is 
quantified using out-degree centrality, and feature selection is approached through two 
strategies: (1) a brute-force method termed brute-graph, with exponential complexity, 
selecting the subgraph of a given size with the highest total edge weight; (2) a greedy 
approach named greedy-graph, with polynomial complexity and competitive perfor-
mance, which incrementally adds features that maximise the average edge weight with 
already selected features. The proposed graph-building and graph-mining methods are 
extensively evaluated on synthetic and benchmark datasets.

Organisation of the manuscript The article is structured as follows. Previous work sec-
tion provides a comprehensive review of previous work on strategies for feature selection 
and model interpretability in unsupervised settings. Additionally, it outlines previous 
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efforts in leveraging existing feature graphs to enhance random forests or constructing 
feature graphs from tree-based models. In Methods  section, the proposed methodol-
ogy is introduced, beginning with a concise overview of unsupervised random forests 
and then detailing the method for constructing and mining feature graphs to estimate 
feature importance and perform feature selection. Evaluation section describes the syn-
thetic datasets generated within the study and the benchmark datasets utilised, as well 
as the experiments conducted. Results and discussion section presents and discusses the 
results of the investigation, showcasing a practical application in disease subtyping, and, 
finally, Conclusion and future work section concludes by summarising our findings and 
outlining promising avenues for future research.

Previous work
In this section, we first review key strategies for deriving feature importance and per-
forming feature selection in unsupervised settings, emphasising their limitations in 
addressing feature interactions (Feature importance in unsupervised learning section). 
We then explore approaches that use feature graphs to enhance the interpretability 
and biological relevance of random forest models (Leveraging feature graphs with ran-
dom forests section). Finally, we examine data-driven methods for constructing feature 
graphs from tree-based models in supervised contexts (Building feature graphs from 
random forests section). This section highlights the need for efficient feature importance 
methods in unsupervised random forests and the potential of feature graphs to capture 
meaningful feature interactions, forming the basis for our approach.

Feature importance in unsupervised learning

Unsupervised machine learning plays a crucial role in biomedical research, where clus-
tering assists in grouping patients based on clinical or molecular features, supporting 
tasks such as disease subtyping and drug discovery for personalised medicine  [24]. In 
disease subtyping, identified clusters often comprise patients with distinct phenotypic 
characteristics, requiring customised treatment. Accurately selecting key features for 
each cluster enables clinicians to classify patients using a small set of signature genes and 
potential biomarkers, facilitating the development of personalised screening tests  [25]. 
This is challenging due to the potentially high number of features (e.g., tens of thousands 
in omics data).

Therefore, in these applications, identifying the features that most contribute to 
clustering assignments is crucial for providing actionable insights. While the field 
of eXplainable Artificial Intelligence (XAI) has introduced numerous techniques to 
enhance model interpretability, research efforts in unsupervised learning remain rela-
tively limited, with many XAI approaches recasting unsupervised problems into super-
vised ones [26]. For instance, Ismaili et al. [16] proposed a classification-based approach 
that employs clustering predictions as response variables to train a classifier, deriving 
feature importance for clustering from the classifier’s feature importance (e.g., Gini 
impurity for random forests [27]). Although this method is versatile and computation-
ally efficient, it assumes knowledge of the number of clusters and may misrepresent the 
underlying data structure if the cluster assignment is predicted incorrectly. In response 
to the need for feature importance metrics tailored to unsupervised learning, various 
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approaches have been proposed, though their applicability is often limited to specific 
clustering methods. For example, Pfaffel et al. [28] developed a feature importance strat-
egy tailored to k-means clustering, while Zhu et al. [29] focused on model-based cluster-
ing. More akin to our approach, Cabezas et al. [18] offered a phylogeny-based framework 
for hierarchical clustering, providing a multi-resolution view of feature contributions by 
leveraging the dendrogram structure. This method does not require knowledge of the 
number of clusters; however, its computational complexity scales with the number of 
features, as it requires fitting an evolutionary model for each feature, making it impracti-
cal for high-dimensional datasets. Among model-agnostic feature importance methods, 
the leave-one-variable-out approach, proposed by Badih et  al.  [17], compares within-
cluster heterogeneity by omitting each feature from the dataset. However, as in the 
classification-based approach, it assumes knowledge of the number of clusters. Similar 
to the phylogeny-based approach, it requires training a separate model for each feature, 
making it computationally demanding. Notably, none of the presented methodologies 
effectively considers feature combinations or provides a straightforward means to evalu-
ate cluster-specific feature importance.

In the context of feature selection for unsupervised learning, methods have been 
categorised based on their interaction with clustering algorithms  [30]. Filter methods 
assess feature relevance using statistical metrics, such as correlation or variance, and are 
computationally efficient but do not offer insights into how features contribute to clus-
tering [31]. Conversely, wrapper methods search for a feature subset by training the clus-
tering algorithm on various candidate subsets, offering insights into feature importance 
but posing challenges related to the selection of a predefined selection criterion and high 
computational costs [32]. Another notable limitation of methods from both groups, par-
ticularly univariate filter methods and sequential wrapper methods, is the tendency to 
overlook contextual feature interactions, resulting in the selection of confounded fea-
tures that lack direct relevance to the task [31].

To address the lack of feature interaction context, several strategies have emerged 
within the domain of tree ensembles, some leveraging existing graphs, while others com-
pute feature graphs from data. However, to our knowledge, all of these methods have 
been applied in a supervised setting.

Leveraging feature graphs with random forests

In the past decade, several studies, particularly in the realm of biomedicine, have lever-
aged graphs representing known relationships among features to improve the quality of 
random forest models. These efforts aimed to address various challenges, such as reduc-
ing over-fitting, and enhancing model robustness, data efficiency, interpretability, and 
coherence with prior knowledge. Most importantly, they sought to identify feature mod-
ules with greater biomedical relevance able to explain underlying physio-pathological 
mechanisms.

These methodologies modify random forests through two primary strategies. First, 
they refine feature bagging - the sub-sampling of features used for training each tree. 
For example, trees can be trained on feature sets sampled through random walks over a 
graph [33], or by selecting features from the neighbourhood of a seed node [34]. The sec-
ond strategy focuses on enhancing split feature selection - the sub-sampling of features 
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at each node during tree growth. This can entail choosing features based on weights 
derived from biological networks [35], topological importance scores derived from ran-
dom walks  [36], probabilistic distribution over graphs  [37], or simply from the neigh-
bourhood of the parent node [38–40].

Together, these approaches demonstrate the potential of feature graphs to improve 
random forest models by enhancing their interpretability and aligning them with bio-
logical knowledge. Notably, all these approaches have been exclusively developed for 
supervised settings.

Building feature graphs from random forests

In the absence of feature graphs mapping known relationships among features, such 
graphs can be constructed by observing how the model utilises features in the learning 
phase. A few recent approaches have proposed graph-based representations for super-
vised tree ensembles, representing features as vertices and parent-child relationships as 
edges, offering concise, interpretable summaries of relationships among features.

Kong et  al.  [41] built an unweighted directed feature graph from a supervised ran-
dom forest based on the splitting order of features in its decision trees, such that their 
graph-embedded deep feed-forward network (GEDFN) could be used in the absence of 
an existing feature graph. Bayir et  al.  [42], on the other hand, constructed a weighted 
directed feature graph from each decision tree in a supervised forest, derived high-
dimensional vectors from these graphs, and transformed them into a topological cluster 
network to select representative decision trees and build more efficient random forests. 
Finally, Cantao et al. [43] represented random forest classifiers as weighted directed fea-
ture graphs and explored various centrality measures to rank features and perform effec-
tive feature selection.

These studies construct feature graphs from supervised random forests, primarily 
trained for classification tasks, by assigning unitary weight to each parent-child split 
and without considering leaf nodes. The resulting feature graphs are tailored to specific 
downstream tasks, such as feature selection, topological data analysis, or integration 
into neural architectures, without fully exploring their potential. In contrast, our study 
focuses on building feature graphs from random forests in unsupervised settings, an 
area that remains largely unexplored. It proposes diverse edge-building criteria for con-
structing both general and cluster-specific feature graphs and presents various strategies 
for leveraging these graphs to underscore the potential of using feature graphs for both 
feature selection and model interpretability.

Methods
Addressing the need for tailored feature importance methods in unsupervised learning 
and the rising application of random forests in clustering tasks, this article presents a 
novel approach for enhancing the interpretability of unsupervised random forests by 
building and mining feature graphs. A visual summary of the key steps in the proposed 
methodology is illustrated in Fig. 1.

The proposed method begins with training a random forest in an unsupervised 
manner, using a fixation index splitting rule  [15] (detailed in Unsupervised ran-
dom forests  section). Then, each node in every tree of the forest is labelled with the 
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corresponding split feature, and each edge connecting parent-child nodes is assigned 
a weight based on one of four proposed criteria. A feature graph is then constructed 
where nodes represent features, and edges connect any two features with weights equal 
to the sum of all edge weights connecting those two features in the trees (as formalised 
in Building the feature graph section). In the resulting feature graphs, the centrality of 
features within the resulting feature graph captures their relevance to the clustering task, 
while the edges between features reflect the effectiveness of the feature pair in discrimi-
nating clusters, offering insights into feature interactions. Additionally, cluster-specific 

Fig. 1 Diagram outlining the steps of the proposed method
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feature graphs are constructed by scaling all edge weights by the proportion of data 
samples traversing the edge that is assigned to the considered cluster, thereby offering 
insights into feature importance within each cluster, which most available methods do 
not provide.

In the constructed feature graph, feature selection is carried out using two strategies 
(outlined in Mining the feature graph  section). A brute-force method termed brute-
graph, with exponential complexity, identifies the top k features by evaluating all con-
nected subgraphs of size k, selecting the subgraph with the highest total edge weight. 
A greedy approach named greedy-graph, with polynomial complexity and comparable 
performance, first selects the two features connected by the heaviest edge and iteratively 
adds the feature that maximises the average weight of edges with already selected fea-
tures. This feature selection approach is less computationally intensive than most avail-
able methods as it does not scale with the number of features. It is also more versatile as 
it can be applied to all clustering techniques leveraging an affinity matrix.

Overall, the proposed methodology is particularly suited for disease subtyping, where 
cluster-specific importance is often more relevant than overall importance, and where a 
small set of key features needs to be selected from a large number of features.

Unsupervised random forests

Random Forests are ensembles of decision trees, with each tree denoted as t , con-
structed independently of each other using a bootstrapped or subsampled dataset. The 
training dataset comprises n data points or samples xi , with i from 1 to n, over the fea-
ture space X , where X = {x1, x2, ..., xd} and d is the dimensionality of the feature space, 
so that each xi is a vector from Rd , and xji denotes the value of feature j for sample i. 
Each tree t represents a recursive partitioning of the feature space X and each of its 
nodes v ∈ t corresponds to a subset, typically a hyper-rectangle, in the feature space X , 
denoted as R(v) ⊂ X . The root node v0 is the initial node of each decision tree and corre-
sponds to the entire feature space, i.e. R(v0) = X . The number of training samples falling 
into the hyper-rectangle R(v) is denoted as N (v).

Each tree t is grown using a recursive procedure which identifies two distinct subsets 
of nodes: the set of internal nodes S(t) which apply a splitting rule to a partition of the 
feature space X , and the set of leaf nodes L(t) which represent the terminal partitions of 
the feature space X and, in supervised settings, provide prediction values for regression 
tasks or class labels for classification tasks. A split at node v generates two child nodes 
vchild of node v , a left child vleft and a right child vright , which divide R(v) into two sepa-
rate hyper-rectangles, R(vleft) and R(vright) , respectively. The depth of node v , denoted 
as P(v) , is defined as the length of the path from the root node v0 , so that P(v0) = 0 and 
P(vleft) = P(vright) = P(v)+ 1 ∀v ∈ t.

The split at node v is decided in two steps. First, a subset M(v) of features is cho-
sen uniformly at random. Then, the optimal split feature x(v) ∈ M(v) and split value 
z(v) ∈ R are determined by maximising the decrease in impurity given by:

(1)�I(v, x(v), z(v)) := I(v)−
N (vleft)I(vleft)− N (vright)I(vright)

N (v)



Page 9 of 35Sirocchi et al. BioData Mining           (2025) 18:15  

where I(v) is some measure of impurity. Thus, �I(v, x(v), z(v)) indicates the decrease in 
impurity for node v due to x(v) and z(v).

In supervised contexts, impurity measures such as entropy and Gini index are com-
monly used as split criteria. In unsupervised scenarios, in the absence of a response 
vector y to guide data splitting at nodes, several strategies have been proposed  [4]. 
One approach involves training a standard supervised forest to distinguish between 
original data (positive class) and synthetically generated data (negative class) [44, 45]. 
Another method leverages Extremely Randomized Trees, which rely on random splits 
of the data  [46], while a third strategy involves training forests using unsupervised 
splitting criteria. For example, density random forests employ split rules based on 
density estimation, utilising either parametric or non-parametric methods  [47, 48]. 
More recently, a splitting rule inspired by the fixation index from population genetics 
has been introduced [49]. The fixation index computes the average pairwise distances 
between samples within and across groups formed by a node split [15]. Formally:

where

and

where x is a given candidate feature and xi, xh refers to the specific value in sample i and 
sample h. Once the unsupervised random forest is built, an affinity matrix measuring 
between pairwise data points can be derived, for instance, by counting the number of 
times each pair of samples appears in the same leaf node. This affinity matrix can then 
serve as an input to any distance-based clustering algorithm, such as hierarchical clus-
tering, affinity propagation, or spectral clustering [4]. Once the chosen clustering algo-
rithm is applied, it generates a partition C = {C1,C2, ..,Cp} of the data samples, where 
each Cg (with g ranging from 1 to p) represents an individual cluster, and p denotes the 
total number of identified clusters. For every sample xi , the algorithm assigns a value ci 
denoting its membership to a cluster Cg . Consequently, any two samples xi and xh belong 
to the same cluster Cg ∈ C if and only if their assigned membership values are equal, i.e., 
ci = ch.

Building the feature graph

Consider a random forest F  trained on a dataset over the feature space X , compris-
ing trees t made of nodes v , where each node is associated with a feature x or a leaf. A 
weighted directed graph G, denoted as G(F) = (V ,E,W ) , can be constructed from F  , 
where:

(2)�F (v, x(v), z(v)) :=
(D�(vleft)+ D�(vright))/2

D∇(v)

(3)D�(v) :=
i,h(xi(v)− xh(v))

2

N (v)(N (v)− 1)
for i �= h

(4)D∇(v) :=

∑
i,h(xi(v

left)− xh(v
right))2

N (vleft)N (vright)
,
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• V is the set of vertices of the graph, representing the d features in X as well as l to 
denote leaf nodes, i.e., V = {x1, x2, . . . , xd} ∪ {l};

• E is the set of directed edges, where each edge is an ordered pair of vertices in V, 
i.e., E = {(ui,uj) | ui,uj ∈ V };

• W is the set of weights assigned to each directed edge, indicating some measure of 
capacity or cost associated with traversing the edge, i.e., W = {wij | (ui,uj) ∈ E}.

The graph can also be represented by its adjacency matrix A(G), where A[ui,uj] = wij . 
Given these premises, the proposed method constructs a feature graph from the 
structure of the random forest with features as nodes, and edges reflecting the occur-
rence of any two features labelling adjacent nodes (parent and child nodes) across all 
trees of the forest. The elements of the adjacency matrix are then defined as follows:

where q(v, vchild) is a quantity assigned to the node pair v and vchild , defined differently 
according to one of the following four edge-building criteria.

• Under the present criterion, q(v, vchild) = 1 , thus counting the occurrences of any 
two features labelling adjacent nodes across all trees of the forest.

• According to the fixation criterion, q(v, vchild) = �F (v, x(v), z(v)) , where the con-
tribution of each edge corresponds to the fixation index computed at that node, 
prioritising more effective splits.

• Under the level criterion, q(v, vchild) = P(vchild)−1 , scaling the contribution of each 
edge by the depth of the node, giving more weight to splits closer to the root, 
which are assumed to have a greater impact on the outcome by affecting more 
samples.

• As per the sample criterion, q(v, vchild) = N (vchild)
N (v0)

 , with the contribution of each 
edge scaled by the number of data samples traversing that edge over the total 
number of samples, emphasising splits that affect more samples in the dataset.

The proposed approach can be tailored to construct cluster-specific feature graphs by 
scaling the edge weights (determined based on a specified criterion) by the propor-
tion of data samples associated with a particular cluster assignment. This adjustment 
assigns greater importance to splits that predominantly affect samples assigned to a 
given cluster, under the assumption that if certain features effectively discriminate a 
particular cluster, samples assigned to that cluster will predominantly traverse paths 
in the tree containing those features.

(5)

A[xi, xj] =
∑

t∈F

∑

v ∈ S(t)

x(v) = xi

x(vchild) = xj

q(v, vchild) ∀ xi, xj ∈ X;

A[xi, l] =
∑

t∈F

∑

v ∈ S(t)

x(v) = xi

vchild ∈ L(t)

q(v, vchild) ∀ xi ∈ X;

A[l, xi] = 0 ∀ xi ∈ X .
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To construct a cluster-specific graph, each quantity q(v, vchild) is multiplied by a factor 
f (v, vchild,C) , defined as

where the numerator of the fraction computes the cardinality of the set of samples tra-
versing the edge and assigned to a given cluster C. Notably, for every q(v, vchild) , the clus-
ter-specific multiplicative factors f (v, vchild,C) sum to 1, i.e.,

Consequently, the constructed feature graph can be regarded as the sum of its cluster-
specific feature graphs.

Mining the feature graph

The feature graph built based on the structure of a unsupervised random forest can be 
used to identify the features most effective in splitting data into clusters. In a weighted 
directed graph, the influence of a vertex can be measured using a variety of centrality 
measures, and out-degree centrality in particular. The weighted out-degree centrality 
C
weighted
out (ui) of a vertex ui is the sum of the weights of edges outgoing from ui:

The constructed graph can also be leveraged to identify subsets of relevant features for 
feature selection purposes. To this end, we propose two approaches, a brute-force method 
and a greedy algorithm, referred to as brute-graph and greedy-graph respectively, to 
identify subsets of vertices in the graph that are connected by the heaviest edges. Both 
strategies consider edges connecting features while excluding l and its incident edges, 
as it represents terminal tree nodes not associated with any splitting feature. Addition-
ally, they do not take into account self-edges or the direction of the edges. In this context, 
the weighted undirected graph GX = (VX ,EX ,WX ) is defined, induced by the feature set 
{x1, x2, . . . , xd} , with edge weights equal to the average of the weights of corresponding 
edges in the directed graph, i.e., VX = X , EX = {{ui,uj} | ui,uj ∈ VX ,ui �= uj , (ui,uj) ∈ E} , 
and WX = {

wij+wji

2 | ui,uj ∈ VX , (ui,uj) ∈ E,wij ∈ W }.

Brute‑graph feature selection

The top k features can be evaluated in a brute-force manner by inspecting all connected 
subgraphs of size k in GX.

A subgraph G′ = (V ′,E′,W ′) of size k is defined as the subgraph of GX induced by 
the set of k vertices V ′ ⊆ VX , containing all edges in EX whose endpoints are in V ′ , 
i.e. E′ = {{ui,uj} ∈ EX | ui,uj ∈ V ′} . The resulting graph G′ is said to be connected if, 
for every pair of vertices ui,uj ∈ V ′ , there exists a path in the graph from vertex ui 

(6)f (v, vchild,C) =
|{xi ∈ vchild ∧ ci = C}|

N (vchild)

(7)
∑

C∈C

f (v, vchild,C) = 1 ∀ v, vchild ∈ t, ∀ t ∈ F .

(8)C
weighted
out (ui) =

∑

uj∈V

wij .
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to vertex uj . Formally, G′ is connected if and only if there is a sequence of vertices 
u1,u2, . . . ,uk ∈ V ′ such that for each i with 1 ≤ i < k , the edge {ui,ui+1} ∈ E′ exists.

The total weight (TW) of the subgraph G′ is given by the sum of weights of all edges 
in E′ , and the average weight (AW) can be defined as the total weight divided by the 
maximum number of edges, i.e.,

The top k features according to the proposed brute-force approach correspond to 
the vertex set V ′ ⊆ VX of size k inducing a subgraph G′ of GX that maximises the aver-
age (or total) edge weight, i.e.,

This approach faces computational limitations due to the growth in the number of 
possible subgraphs relative to the size of the feature set. Specifically, for d features, 
the maximum number of subgraphs of size k is determined by d!

k!(d−k)! . Consequently, 
this method exhibits exponential computational complexity and becomes infeasible 
for large feature spaces.

Greedy‑graph feature selection

To overcome the exponential computational complexity, the top k features can also 
be determined in a greedy manner by initially selecting the two features associated 
with vertices in GX that are connected by the heaviest edge. Subsequently, features 
are iteratively added by maximising the average weights of edges with the already 
selected features. Given a graph GX , a vertex ui ∈ VX and a vertex set V ′ ⊂ VX such 
that ui /∈ V ′ , the average weight of the new edges (AWN) connecting u and V ′ can be 
defined as:

The greedy procedure outlined in Algorithm 1 yields the top k features from the graph 
GX , along with two weight lists: the average edge weight of the subgraph induced by the 
selected feature set and the average edge weight connecting the newly added feature to 
the previously selected features. These weight lists offer valuable insights into determin-
ing the optimal number of features. The algorithm operates by evaluating all neighbours 
of selected nodes at each iteration, resulting in approximately k · |EX | operations, which 
approaches k · d2 operations for dense graphs (which feature graphs often are). Con-
sequently, this method exhibits polynomial computational complexity and can be effi-
ciently implemented.

(9)TW(G′) =
∑

{ui ,uj}∈E′

wij ∈ W ′ and AW(G′) =
2TW (G′)

|V ′|(|V ′| − 1)
.

(10)
V ′ = arg max

V ′ ⊆ VX

|V ′| = k
G′ is connected

AW(G′) .

(11)AWN(GX ,ui,V
′) =

1

|V ′|

∑

uj∈V ′

wij ∈ WX .
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Algorithm 1 Greedy-graph feature selection algorithm of top k features

For both feature selection strategies, all features are eligible for selection only if the 
constructed feature graph is connected. The probability of a graph being connected 
depends on the density of the graph, defined as the ratio of actual edges to possible 
edges, i.e., equivalent to 2|EX |

(|VX |)(|VX |−1) for undirected graphs and |EX |
(|VX |)(|VX |−1) for directed 

graphs. As the density of edges increases, the probability of finding a path between any 
pair of vertices typically increases. In random graphs, there often exists a critical edge 
density above which the graph is almost surely connected [50]. The density of the fea-
ture graph is thus determined by the number of features ( |VX | ) and the number of edges 
( |EX | ), which depend on the number of trees. To achieve a connected feature graph it is 
often sufficient to train a greater number of trees. Alternatively, both feature selection 
strategies can be modified so that, initially, the connected components of the graph are 
identified using a graph traversal algorithm. Then, the feature selection approach can 
be deployed concurrently in the largest connected components. In summary, while the 
proposed approaches rely on a connected feature graph, this assumption is often sat-
isfied and generally attainable by training a greater number of trees. In the event of a 
disconnected graph, the algorithms can be adapted to operate on the largest connected 
components.

Evaluation
In this Evaluation section, we provide a comprehensive analysis of the methodologies 
outlined in Methods section for deriving feature graphs from unsupervised random for-
ests and mining these graphs for feature selection. We begin by assessing the effective-
ness of the proposed graph construction methods on synthetic datasets by exploring the 
relationship between centrality and feature relevance, as well as the correlation between 
edge weight and the discriminatory power of feature pairs. Specifically, Out-degree cen-
trality and edge weight  section examines feature graphs constructed from the entire 
dataset, while Cluster-specific feature graphs section focuses on cluster-specific feature 
graphs. Next, we evaluate our brute-graph and greedy-graph feature selection methods 
for mining feature graphs. We first evaluate these methods on synthetic datasets with 
varying numbers of relevant and irrelevant features in Feature selection on synthetic 
datasets with relevant features section, and with redundant features in Feature selection 
on synthetic datasets with repetitive features  section. Then, we compare our methods 
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with state-of-the-art feature importance techniques on benchmark datasets in Feature 
selection on benchmark datasets section. Finally, we illustrate the utility of our greedy-
graph method for interpretability through a disease subtyping application on an omics 
dataset in Interpretable disease subtype discovery section.

Throughout all experiments, unsupervised random forests were trained using the fixa-
tion index as a splitting rule, utilising the uRF library [15]. For reproducibility, the code 
used to generate the synthetic datasets and to replicate all experiments is available in the 
project’s GitHub repository1.

Out‑degree centrality and edge weight

The initial evaluation aims to assess whether the generated feature graphs exhibit 
two desirable properties: (i) features that are more effective in discriminating clusters 
should exhibit higher out-degree centrality in the graph; (ii) pairs of features that, taken 
together, are more effective in separating clusters should be connected in the graph by 
edges with greater weight. To systematically evaluate these properties across the pro-
posed four edge-building criteria, we generated two sets of synthetic datasets.

The first set was generated to comprise relevant features (those that aid in discrimi-
nating clusters) and irrelevant features (those that do not). This setup allows us to test 
whether, in the constructed feature graphs, the centrality of relevant features is greater 
than that of irrelevant features. Specifically, 30 synthetic datasets were generated, each 
containing 13 features (3 relevant, 10 irrelevant) with data points distributed across 
four clusters. Each cluster included 50 data points sampled from a normal distribution 
(standard deviation 0.2) around predefined centres (cluster centres A in Appendix A of 
supplementary material). In this arrangement, V1 , V2 , and V3 are relevant for distinguish-
ing clusters, while the others were irrelevant. Unsupervised random forests were trained 
on these datasets with a standard parameter configuration: 500 trees, a minimum leaf 
node size of 5, and a number of features sampled at each node set to the square root of 
the total number of features (here termed sqrt). Feature graphs were then constructed 
from the trained forests using each of the four proposed edge-building criteria: present, 
level, fixation, and sample. Out-degree centrality was calculated for all features, and 
the centralities of relevant and irrelevant features were compared using a t-test, with a 
p-value threshold indicating statistical significance set at 0.05. In this analysis, as for all 
other cases where the t-test is applied, the normality assumption was verified using the 
Shapiro-Wilk test.

The second set of synthetic datasets was designed to evaluate whether feature pairs 
with greater discriminative power are connected by heavier edge weights in the con-
structed feature graphs. We generated 30 datasets, each containing 13 features (8 rel-
evant, 5 irrelevant) distributed across four clusters. For each cluster, 50 data points 
were sampled from a normal distribution (standard deviation 0.2) centred around clus-
ter centres B (Appendix A, supplementary material), chosen such that different feature 
pairs could distinguish varying numbers of clusters (1 to 4). The discriminatory power 
of selected feature pairs in the generated synthetic datasets is illustrated in Fig.  2 for 

1 https:// github. com/ Chris telSi rocchi/ urf- graphs

https://github.com/ChristelSirocchi/urf-graphs
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four representative pairs. For instance, the pair ( V1 , V2 ) has a discriminative power of 
2, as two globular clusters can be distinguished in the two-dimensional space defined 
by these features, centred at (0, 1) and (1, 0) (Fig. 2b). In contrast, the pair ( V6 , V7 ) has 
a maximum discriminative power of 4, as all four clusters can be distinguished in their 
two-dimensional space, centred at (0, 1), (0, 0), (1, 1), and (1, 0) (Fig. 2d). Unsupervised 
random forests were trained on these datasets with the same parameter configuration 
of the previous experiment. We then constructed feature graphs and evaluated the rela-
tionship between the discriminative power of feature pairs and the weights of their con-
necting edges using Pearson’s correlation, with statistical significance determined by a 
p-value threshold of 0.05.

To assess the influence of random forest hyper-parameters on the structure of the gen-
erated feature graphs, we repeated the analyses for both sets of synthetic datasets while 
varying the number of trees (from the set {10, 50, 100, 500, 1000}), the number of fea-
tures sampled at each node, denoted as MTRY (from the set {1, 2, sqrt, n}, where n is the 
total number of features), and the minimum terminal node size denoted as min bucket 
(from the set {1, 2, 5, 10}).

Cluster‑specific feature graphs

The subsequent evaluation aims to determine whether the cluster-specific feature graphs 
generated by our proposed approach can effectively capture the role of each feature in 
discriminating individual clusters. For each cluster, features are categorised into three 
groups: cluster-specific (features that can uniquely identify the cluster), sub-relevant 
(features that collectively aid in identifying the cluster), and irrelevant (features that do 
not discriminate the cluster). To systematically evaluate the ability of our cluster-specific 
feature graphs to differentiate among these categories, we generated synthetic datasets 
that include features representing each type. Specifically, we generated 30 synthetic 
datasets, each comprising 13 features (4 relevant and 9 irrelevant) as described in Out-
degree centrality and edge weight section, but sampled around cluster centres C (Appen-
dix A, supplementary material). According to this configuration, for each cluster, one of 
the relevant features is cluster-specific as it can uniquely distinguish the cluster from all 
others (e.g., V1 for cluster 1). On the other hand, the other relevant features are sub-rel-
evant, as they can distinguish the cluster but only when taken together (e.g., V2 , V3 , and 
V4 for cluster 1). The remaining features ( V5 through V13 ) are irrelevant for all clusters. 
Unsupervised random forests were trained on these datasets using 500 trees and sqrt 
feature bagging. Cluster-specific feature graphs were then constructed for each dataset, 

Fig. 2 Feature pairs discriminating a 1, b 2, c 3 and d 4 clusters
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cluster, and edge-building criterion. The out-degree centralities of features across the 
three categories were compared using t-tests, applying a significance threshold of 0.05.

Feature selection on synthetic datasets with relevant features

After confirming that the proposed graph-building strategies generate edge weights 
that reflect the discriminative power of feature combinations, we evaluated the effec-
tiveness of the proposed brute-graph and greedy-graph algorithms in identifying rel-
evant features based on edge weights. To this end, synthetic datasets with varying 
numbers of relevant features were generated. Specifically, datasets comprising 13 fea-
tures were generated as described in Out-degree centrality and edge weight section, 
with the number of relevant features q ranging from 3 to 7. For each q, 30 datasets 
were generated, centred around the first q + 1 vectors from cluster centres D (Appen-
dix A, supplementary material), designed to ensure that all relevant features con-
tributed equally to differentiating the clusters across all experiments. Unsupervised 
random forests were trained on these datasets using the standard parameter configu-
ration, and feature graphs were constructed based on the four edge-building criteria. 
The brute-graph and greedy-graph methods were then applied to select the top k fea-
tures, with k from 2 to 12. During this selection process, we monitored the average 
edge weight of the subgraph induced by the selected features, under the assumption 
that a sudden decrease would indicate the inclusion of irrelevant features, thereby 
revealing the optimal number of features to select.

Cluster separability measures were computed as in [51] for increasing numbers of 
selected features (k from 2 to 12) and different configurations of relevant features (q 
from 3 to 7), with results averaged across iterations. Three cluster separability meas-
ures were computed and normalised to the [0,1] interval for easier comparison. Sil-
houette Score measures how well samples are clustered, comparing intra-cluster 
cohesion to inter-cluster separation, with values between −1 and 1. Separability 
Index represents the fraction of samples whose nearest neighbour belongs to the same 
cluster, with values between 0 and 1. Hypothesis Margin  [52] computes the differ-
ence between the distance to a sample’s nearest neighbour in the same cluster (near-
hit) and the nearest neighbour in a different cluster (near-miss), averaged across all 
samples.

To evaluate the performance of our graph-based approach in identifying relevant 
features within higher-dimensional datasets, we extended this experimental setup by 
incorporating 90 and 490 additional irrelevant features, resulting in datasets of 103 
and 503 features, respectively. Due to the computational complexity of the brute-force 
method, these experiments were performed exclusively using the greedy approach.

Feature selection on synthetic datasets with repetitive features

The proposed graph-mining strategies were evaluated for handling redundant fea-
tures by identifying feature combinations that provide complementary information. 
To this end, 30 synthetic datasets with 10 features (6 relevant and 4 irrelevant) were 
generated around cluster centres E (Appendix A, supplementary material). In these 
datasets, pairs of relevant features, specifically ( V1 , V2 ), ( V3 , V4 ), and ( V5 , V6 ), are 
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redundant, as they are generated around identical coordinates and thus provide over-
lapping information. Any set of three features including one from each pair can effec-
tively distinguish all clusters. Feature graphs were constructed from unsupervised 
random forests trained on these datasets using standard parameter configuration and 
the sample edge-building criterion. The average edge weight of every triad within the 
graph was evaluated to identify optimal feature combinations.

Feature selection on benchmark datasets

The proposed brute-graph and greedy-graph methods were then benchmarked against 
three state-of-the-art methods, described in Feature importance in unsupervised learn-
ing  section: classification-based  [16], phylogeny-based  [18], and leave-one-variable-
out [17]. While brute-graph returns a feature subset and greedy-graph a feature ranking, 
the other three methods produce feature weights. Notably, all these strategies are unsu-
pervised, as they do not rely on ground truth information. A comparative analysis of 
the five methods was conducted on 10 classification benchmark datasets2 from the UCI 
Machine Learning repository3, featured in established frameworks for benchmarking 
clustering tools  [54] and comparative studies of feature selection methods  [55]. These 
datasets vary in the number of features, samples, classes (clusters), and class sizes, as 
detailed in Table 1.

For each dataset, 30 unsupervised random forests with 500 trees and sqrt feature bag-
ging were trained to generate affinity matrices, which were then used for clustering via 
Ward’s linkage method [15, 56]. Feature selection strategies were applied as follows:

• In our approach, feature graphs were constructed from the unsupervised forests 
using the sample criterion. The 30 feature graphs were averaged to produce a final 
feature graph to which the brute-graph and greedy-graph algorithms were applied.

• In the classification-based approach, random forests were trained in a supervised 
manner using pseudo-labels derived from hierarchical clustering. Specifically, a ran-
dom forest with 1000 trees and sqrt feature bagging was trained for each clustering 

Table 1 Description of benchmark datasets utilised in comparative analysis

Datasets #Samples #Features #Cluster Cluster

Iris 150 4 3 50,50,50

Liver disorders 345 5 2 169,176

Ecoli 336 7 8 143,77,52,35,20,5,2,2

Breast tissue 106 9 6 21,15,18,16,14,22

Glass 214 9 4 70,76,17,51

Wine 178 13 3 59,71,48

Lymphography 148 18 4 2,81,61,4

Parkinson 195 22 2 48,147

Ionosphere 351 34 2 225,126

Sonar 208 60 2 97,111

2 in Liver disorders, the target was obtained by dichotomising the 6th column as in [53]
3 https://archive.ics.uci.edu/
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solution. Feature importance scores were calculated using the impurity-corrected 
criterion [14], and these scores were averaged across the 30 forests.

• In the phylogeny-based approach, phylogenetic feature importance was computed 
from the dendrograms generated by Ward’s linkage, as in  [18]. Importance scores 
were calculated for the 30 dendrograms and averaged. Similar to the classification-
based method, this approach relies on the output of the clustering algorithm.

• In the leave-one-variable-out approach, the importance of each feature was com-
puted by removing it from the dataset and calculating the within-cluster heterogene-
ity of the remaining features. This procedure was repeated 30 times and the results 
were averaged [17]. This method does not leverage the unsupervised random forest 
or the output of the clustering method but instead estimates importance by retrain-
ing forests on reduced datasets.

After applying feature selection with each of the five considered methods, 30 unsuper-
vised random forests of 500 trees and sqrt feature bagging were trained on the top k 
features selected by each method, with k ranging from 2 to the total number of features 
(or a maximum of 12 for larger datasets). Clustering was then applied using Ward’s link-
age. The effectiveness of each feature selection method was evaluated by comparing 
the clustering quality on their top k features, measured using the Adjusted Rand Index 
(ARI), Normalised Mutual Information (NMI), and Fowlkes-Mallows Index (FMI) for 
increasing numbers of selected features. The monotonicity of clustering performance, 
defined as the tendency for performance to improve as the number of selected features 
increases, was estimated by computing a straightforward monotonicity score defined as 
follows. Given a sequence of w scores S = [a1, a2, . . . , aw] representing ARI, NMI or FMI 
values computed for an increasing number of selected features, the monotonicity score 
is defined as

where the numerator of the fraction calculates the total decrease in performance across 
the sequence while the denominator is the total variation in the sequence. The resulting 
score ranges from 0 to 1, where a score of 1 indicates that the performance consistently 
increases or remains stable as features are added.

The reliability of the feature selection methods, defined as the stability of the selection 
process across repeated applications, was assessed by comparing the feature rankings 
and feature subsets induced by each method over the 30 iterations. Feature ranking sta-
bility was evaluated using Spearman’s rank correlation and a complemented Canberra 
distance (such that higher values indicate greater stability) for all methods except brute-
graph, which produces a feature subset rather than a ranking. Feature subset stability 
was assessed for all methods using the Kuncheva Index as in [57].

To statistically compare the feature selection methods, differences in clustering perfor-
mance (ARI, NMI, and FMI scores), monotonicity, and reliability (Spearman, Canberra, 
and Kuncheva index) were assessed using the Wilcoxon signed-rank test with Bonfer-
roni correction for multiple comparisons, applying a threshold of 0.05 for statistical sig-
nificance. Finally, computation time for each method was recorded over 30 runs on a 

(12)monotonicity = 1−

∑w−1
i=1 max(0, ai − ai+1)∑w−1

i=1 |ai − ai+1|
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system with an Intel Core i7-7700HQ CPU (2.8–3.8 GHz), 32 GB of RAM, and a 512 GB 
SSD running Linux OS.

Interpretable disease subtype discovery

The graph-building and graph-mining methods proposed in this study were applied to 
a real-world disease subtyping problem, demonstrating their practical utility using gene 
expression data from kidney cancer patients. The study focused on clear cell renal cell 
carcinoma, the most common histological subtype of kidney cancer (accounting for 
70%−80% of cases) and associated with the worst prognosis [58]. This cancer type has 
well-characterised molecular subtypes with established prognostic relevance  [59]. In 
this context, our proposed method for characterising cluster-specific relevant features 
and their interactions can aid in the development of more precise molecular signatures 
for disease subtyping. Such advancements contribute to precision medicine by enhanc-
ing the prediction accuracy of patient outcomes and supporting the design of tailored 
treatment strategies. The analysis utilised gene expression data from the KIRC dataset, a 
widely used benchmark for studying this disease, available at The Cancer Genome Atlas4 
and the LinkedOmics platform5. The data was retrieved from the ACGT lab at Tel Aviv 
University6, which provides a curated dataset repository proposed as a benchmark for 
omics clustering approaches [9].

The retrieved data table initially comprised 208 patients and 20,531 genes. Gene 
expression patterns were filtered to retain the top 100 features with the highest variance 
and the bottom 100 features with the lowest variance. Following this pre-processing, the 
top 15 relevant genes were identified using the proposed greedy selection strategy (see 
Mining the feature graph section). Based on this gene subset, we performed disease sub-
typing employing unsupervised random forests as in [15]. We then drew survival curves 
for the identified clusters and assessed differences using the Cox log-rank test  [60], an 
inferential procedure for comparing event time distributions among independent (i.e., 
clustered) patient groups. Finally, we computed cluster-specific feature importance and 
feature graphs (see Building the feature graph section) and presented findings on genes, 
gene interactions, and their importance to each patient cluster. To validate the robust-
ness of the findings and test the method on a higher-dimensional dataset, the proce-
dure was repeated on a pre-processed gene expression dataset comprising 500 features, 
obtained by filtering the top 250 features with the highest variance and the bottom 250 
with the lowest variance.

Results and discussion
Evaluation on synthetic datasets

Out‑degree centrality and edge weight

The first experiment detailed in Out-degree centrality and edge weight section reveals 
promising attributes of the constructed feature graphs. Across all four edge-building 
criteria, the centrality of relevant features is consistently greater than that of irrelevant 

4 https:// www. cance rimag ingar chive. net/ colle ction/ tcga- kirc/
5 https:// www. linke domics. org
6 http:// acgt. cs. tau. ac. il/ multi_ omic_ bench mark/ downl oad. html

https://www.cancerimagingarchive.net/collection/tcga-kirc/
https://www.linkedomics.org
http://acgt.cs.tau.ac.il/multi_omic_benchmark/download.html
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features, as evidenced in Fig. 3a. T-tests confirm that these differences are statistically 
significant (p-value < 1e-16) across all criteria, suggesting that the chosen centrality met-
ric can effectively capture feature importance in clustering tasks. Among the evaluated 
criteria, sample emerges as the most effective in discriminating relevant and irrelevant 
features, reporting the largest difference in centralities, followed by fixation, present, and 
level.

The second experiment outlined in Out-degree centrality and edge weight  section 
investigates the correlation between the weight of an edge connecting any two features 
and the ability of those features to separate data into clusters, as illustrated in Fig. 3b. 
Across all edge-building criteria, there exists a significant positive correlation between 
the edge weight and the number of separated clusters, as quantified by Pearson’s cor-
relation coefficient. Once again, the sample criterion stands out as the most effec-
tive, recording the highest correlation coefficient, followed by level. Consequently, the 
edge weight between two features emerges as a reliable indicator of their effectiveness 
in cluster separation, suggesting that feature selection strategies should prioritise fea-
tures connected by edges with heavy weights, motivating the proposed feature selection 
strategies.

The hyper-parameter analysis underscores the influence of parameter choice in model 
training on the properties of the resulting feature graphs. Figure 4 presents t-test results 
for centrality analysis and Pearson correlation tests for edge weight analysis across each 
edge-building criterion and hyper-parameter configuration.

In the centrality analysis (first row of the figure), the difference in centrality between 
relevant and irrelevant features is evaluated through the –log p-value of the t-test 
applied to the two groups of features. This difference is greatest when the number of fea-
tures considered at each node for the best split (MTRY) is set to 2, followed by sqrt. On 
the other hand, configurations using the total number of features yield inferior results, 
underscoring the importance of feature sub-sampling in forest training. Notably, when 
a single feature is selected at random at each node, the relative position of features in 
the trees is uninformative, and the resulting feature graphs fail to differentiate between 
relevant and irrelevant features. Furthermore, the –log p-value generally increases with 
the number of trees, particularly from 10 to 500, before plateauing or decreasing at 1000 
trees. This trend highlights the importance of selecting a number of trees that align with 
the complexity of the dataset.

Fig. 3 Evaluating out-degree centrality and edge weights of feature graphs
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The edge weight analysis (second row of the figure) further corroborates that the best 
number of features sampled at each node-with the highest correlation between edge 
weights and the number of separated clusters-are sqrt and 2, with correlation coeffi-
cients increasing with the number of trees. Hyperparameter analysis including the mini-
mum terminal node size (Supplementary Figure 1) indicates that bucket sizes of 5 and 10 
yield feature graphs with more desirable properties. Based on these observations, subse-
quent experiments were conducted with feature sub-sampling set to sqrt, the minimum 
terminal node size set to 5, and the number of trees set to 500 or 1000, depending on the 
dataset complexity.

Cluster‑specific feature graphs

Further experiments on synthetic datasets reveal that the proposed cluster-specific scal-
ing factor, used in conjunction with one of the defined edge-building criteria, can gen-
erate feature graphs able to discriminate between cluster-specific features, sub-relevant 
features as well as irrelevant features. For every cluster-specific graph and under each 
edge-building criterion, the out-degree of the cluster-specific features exceeded that of 
sub-relevant features, which, in turn, was greater than that of irrelevant features, as illus-
trated in Fig. 5. T-test confirmed the differences between the three groups of features 
to be significant for each examined criterion (p-value < 1e-07). The fixation criterion 
emerged as the most adept at isolating the cluster-specific feature, while sample proved 
most effective at distinguishing between relevant and irrelevant features. The proposed 
approach presents a promising strategy for evaluating cluster-specific feature impor-
tance. Its inherent additive nature, which generates cluster-specific graphs that sum to 
the overall feature graph, also allows to easily compute feature graphs for sets of clusters.

Fig. 4 Hyper-parameter analysis conducted on synthetic datasets, assessing the differences in centrality 
between relevant and irrelevant features (first row) and the correlation between edge weights and the 
discriminative power of feature pairs (second row) when varying the number of trees in the forest and the 
number of features considered at each node for the best split (MTRY). The blue horizontal lines in the first row 
indicate statistical significance at p=0.05
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Feature selection on synthetic datasets with relevant features

The two proposed strategies for mining the constructed feature graphs, brute-graph and 
greedy-graph, both focused on maximising the weight of edges connecting selected fea-
tures, show promise in identifying the top k features in a clustering task. In experiments 
on feature graphs generated from synthetic datasets with a varying number of relevant 
features, both approaches consistently selected all relevant features before any irrelevant 
ones demonstrating comparable performance, although the brute-force approach has 
exponential computational complexity.

Evaluating the average weight of the subgraph induced by the selected features also 
provides valuable insights into the optimal number of features to select. In both graph-
mining methods, the inclusion of an irrelevant feature reduces the average weight of the 
subgraph because relevant features typically connect through heavier edges, whereas 
irrelevant ones participate in weaker connections. Hence, a notable decrease in the aver-
age weight of the subgraph can indicate the inclusion of an irrelevant feature, suggesting 
that the optimal number of features has been reached. This is supported by results in 
Fig. 6, where a noticeable decline in the average edge weight occurs right after selecting 
all relevant features, especially under sample or fixation edge-building criteria. Separa-
bility metrics (shown in Fig. 6 for the sample criterion) were also computed for these 
synthetic datasets to validate the selection of relevant features by each method. As more 
features are selected with our selection methods, the value or the separability metric 
increases up until the exact predefined number of relevant features is selected and then 
it either decreases or plateaus.

These findings were further corroborated in experiments with higher-dimensional 
datasets of 103 and 503 features (Supplementary Figure 2). The greedy-graph approach 
consistently selected all relevant features before any irrelevant ones, with a drop in aver-
age edge weight after all relevant features had been selected, signalling the inclusion of 
irrelevant features.

Fig. 5 Evaluating cluster-specific feature graphs



Page 23 of 35Sirocchi et al. BioData Mining           (2025) 18:15  

Feature selection on synthetic datasets with repetitive features

An alternative approach for feature selection involves ranking the top k features by 
their out-degree centrality. However, experiments conducted on synthetic data with 
redundant features show that the out-degree centrality is comparable for all relevant 
features, as illustrated in Fig. 7a, and alone it does not assist in identifying effective 
feature combinations. Conversely, graph-mining strategies evaluating the edge weight 
of subgraphs enable a more effective selection. Across all synthetic datasets, the heav-
iest triad consistently corresponded to one of the effective feature combinations, and 
the eight heaviest triads, on average, were exactly the eight correct feature combina-
tions, as shown in Fig. 7c. When the number of features to select is unknown, explor-
ing the graph structure with brute-graph and greedy-graph proves insightful. The two 
methods select the same features and experience two substantial drops in the average 

Fig. 6 Evaluation of our brute-graph and greedy-graph feature selection approaches in synthetic datasets 
comprising average edge weight and separability metrics computed for varying number of features selected 
by each method
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edge weight of the expanding feature set, as depicted in Fig. 7b: the first after includ-
ing three features, the minimum required to discriminate all clusters, and the second 
after reaching six features, the total number of relevant features.

Evaluation on benchmark datasets

The effectiveness of our proposed feature selection methods was validated through a 
comparative analysis with established techniques across 10 benchmark datasets. The 
average scores for ARI, NMI, and FMI are summarised in Table 2, alongside results from 
Wilcoxon signed-rank tests comparing our greedy-graph selection to each other method. 
Our findings show no significant differences between our greedy-graph and brute-graph 
methods, suggesting that the greedy variant achieves comparable performance but at a 
reduced computational cost. Greedy-graph demonstrates superior performance to clas-
sification-based and phylogeny-based, significantly outperforming these models on more 
datasets for all three performance metrics. It exhibits a more comparable performance 
to the leave-one-variable-out method, but still outperforms it with statistical signifi-
cance 4 vs. 3 times for ARI and FMI, and 6 vs. 3 times for NMI.

The analysis of these metrics across a varying number of features selected, as illus-
trated in Fig.  8 for ARI, also reveals a higher degree of monotonicity in greedy-graph 
compared to other methods. Monotonicity scores, reported in Table 2, further confirm 
that greedy-graph achieves the highest average monotonicity among all evaluated meth-
ods, with statistical significance against classification-based and phylogeny-based meth-
ods. These results suggest that clustering performance with the proposed method tends 
to increase steadily with the number of features, while performance with the competing 

Fig. 7 Evaluating feature selection strategies in case of redundant features
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methods fluctuates with the number of features. Establishing the optimal number of fea-
tures is often challenging, and arbitrary cut-offs are commonly applied. The observed 
monotonicity is an added benefit of the proposed approach, as it mitigates the negative 
impact of selecting a suboptimal number of features.

Stability evaluation of feature ranks and feature subsets induced by these methods over 
30 iterations indicate that greedy-graph is the most reliable, with significantly higher 
Spearman’s rank correlation than all other methods, as well as higher Canberra and 
Kuncheva indices compared to classification-based and leave-one-variable-out. High 
stability is another desirable property of feature selection methods, particularly valuable 
in a biomedical setting, where identifying a consistent subset of features is crucial and 
testing potential biomarkers is costly and time-consuming (Tables 3 and 4).

Computational times for the five methods are reported in Evaluation on bench-
mark datasets section. Our greedy-graph method consistently yields the fastest com-
putation times, closely followed by the classification-based method. In contrast, the 
phylogeny-based and leave-one-variable-out report times that are 1 to 2 orders of 
magnitude greater than our greedy-graph for larger datasets. Although our brute-
force algorithm is comparable to the greedy variant on smaller datasets, its computa-
tional demands escalate with larger datasets due to the exponential growth in clique 

Fig. 8 Clustering performance, measured by the Adjusted Rand Index (ARI), of unsupervised random forests 
built on the top k features (where k ranges from 2 to 12) in 5 smaller datasets (left) and 5 larger datasets 
(right). Features are selected using our proposed greedy-graph and brute-graph approaches, along with three 
state-of-the-art methods: classification-based, phylogeny-based, and leave-one-variable-out 
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evaluations. For the Parkinson dataset, with 22 features, approximately 106 evalua-
tions are made, requiring about 5 hours of computing time. In the Ionosphere dataset, 
comprising 34 features, 1010 evaluations are needed, while for the Sonar dataset, with 
60 features, evaluations are 1018 . It follows that the algorithm quickly becomes unfea-
sible for non-small datasets without optimising the clique search.

Overall, our evaluation underscores the competitive accuracy and monotonicity of 
clustering results over features selected by our greedy-graph algorithm. It outperforms 
both the phylogeny-based and classification-based methods in terms of monotonicity 
and quality of clustering solutions. It produces feature ranks and feature subsets that are 
more stable than in classification-based and leave-one-variable-out, and it is more com-
putationally efficient than phylogeny-based and leave-one-variable-out, making it more 
feasible for high-dimensional datasets. Compared to the phylogeny-based approach, 
which requires a built dendrogram, our method is more versatile, as it can be applied to 
any clustering technique that uses an affinity matrix, rather than being restricted to hier-
archical clustering. Unlike the classification-based and leave-one-variable-out methods, 
which require cutting the dendrogram to determine cluster assignments, our approach 
does not assume prior knowledge of the number of clusters to construct whole-dataset 
feature graphs. Our graph-based approach offers an additional distinct advantage, as it 
relies solely on the structure of the unsupervised forest, independent of the clustering 
algorithm. This provides clearer insights into the features that define the affinity matrix. 
In contrast, competing methods depend on dendrograms or cluster assignments com-
puted by the clustering algorithm applied to the affinity matrix, making it difficult to 
disentangle the contributions of features to the unsupervised random forests and the 
clustering algorithm. Finally, compared to all other methods, our approach offers deeper 
insights into feature contributions by capturing the effects of feature interactions. Most 
importantly, it can also construct cluster-specific feature graphs, identifying relevant 
features for distinct clusters, as we demonstrate in the next section.

Table 4 Average and standard deviation of computation times (in seconds) over 30 iterations for all 
cases except that marked with an asterisk (a), based on 3 iterations

Missing values indicate cases with excessive computation times (> 48 hours)

Dataset Greedy‑graph Brute‑graph Classification‑
based

Phylogeny‑
based

Leave‑one‑
variable‑out

Iris 5.90± 0.38 5.46± 0.09 12.71± 0.45 26.10± 1.87 47.97± 3.93

Liver disorders 29.98± 0.23 29.00± 0.24 78.16± 2.80 113.98± 7.28 418.67± 15.89

Ecoli 15.41± 0.22 15.16± 0.12 66.98± 1.70 123.92± 11.87 420.39± 0.65

Breast tissue 4.57± 0.16 6.77± 0.07 6.78± 0.12 32.65± 3.65 57.09± 0.29

Glass 10.17± 0.31 12.07± 0.11 28.22± 0.55 66.23± 6.34 242.55± 0.52

Wine 7.84± 0.14 48.17± 0.57 20.41± 0.72 67.23± 7.50 235.36± 0.32

Lymphography 12.31± 0.16 1225.08± 24.41 12.28± 0.81 72.07± 9.03 210.52± 7.94

Parkinson 25.11± 0.36 21234.85± 776.63
a

34.90± 2.08 112.03± 9.97 686.34± 10.71

Ionosphere 20.78± 0.23 - 131.05± 17.18 283.81± 14.39 4347.38± 345.35

Sonar 11.70± 0.16 - 51.69± 1.68 206.54± 1.67 2934.55± 68.99



Page 30 of 35Sirocchi et al. BioData Mining           (2025) 18:15 

Disease subtype discovery

Disease subtyping via clustering employs computational methods to group patients 
based on shared characteristics, such as clinical features, genetic profiles, or biomarker 
expression patterns, enabling a deeper understanding of disease complexity and offer-
ing potential for personalised medicine and improved patient outcomes [9, 10]. Under-
standing the varying importance of specific biomarkers and genes within risk clusters is 
crucial, underscoring the need for interpretability. Certain clusters may exhibit a higher 
relevance of particular genes or biomarkers, indicating their significance in understand-
ing the risk for those subgroups. Identifying and prioritising these distinctive genetic 
factors within clusters is essential for devising targeted interventions and conducting 
personalised risk assessments. However, cluster interpretability is not fully addressed 
by previous work. The methods outlined in this work aim to bridge this gap by offering 
enhanced interpretability for unsupervised learning.

In the kidney cancer subtyping application, three patient clusters were identified 
and further evaluated through an analysis of medical time-to-event patterns: cluster 1 
(123 patients), cluster 2 (74 patients), and cluster 3 (11 patients). The survival curves 
are significantly different among the three clusters with a log-rank p-value of 0.009 (see 
Fig. 9a). Compared to cluster 1, the risk for a death outcome is significantly higher for 
patients assigned to cluster 2 and cluster 3. Moreover, Fig. 9b shows the cluster-specific 
feature graphs, where the edges with weights in the upper 0.95 quantiles are displayed. 
Interestingly, cluster 1 and cluster 2 consist of similar number of edges with an intersec-
tion of only three edges, namely ABCA10-ABCA11P, ABCA13-ZNF826 and ABCA1-
ZNF826. This suggests that the remaining interactions are unique to the detected disease 
subtypes. The feature importance of genes in the feature graphs is displayed in Fig. 9c. 
There is a notable difference in a gene called ABCA13, which is the most important gene 
in cluster 2 and cluster 3. In addition, a substantial difference between cluster 2 and 
cluster 3 can be observed in the genes ABCA11P and ABCA4, which are particularly 
important for cluster 3. The detected genes are part of the ATP Binding Cassette (ABC) 
transporters, extensively researched in cancer for their involvement in drug resistance. 
More recently, their impact on cancer cell biology has gained attention, with substantial 
evidence supporting their potential role across various stages of cancer development, 
encompassing susceptibility, initiation, progression, and metastasis  [61]. However, fur-
ther analysis is needed to draw meaningful medical conclusions.

Experiments conducted on a larger subset of genes (500 features, as opposed to 
200), are presented in Supplementary Figure  3 and support the observations made in 
the initial analysis. The top 15 features identified by the method on this larger dataset 
effectively differentiate clusters, with significantly distinct survival curves for the three 
clusters (log-rank p-value of 0.04) and cluster assignment in partial agreement with that 
in the previous experiment. Among the top 15 features detected in the larger dataset, 
six (ABCA1, ZPBP2, ABCA4, ZNF826, ABCA13, and ABCA10) were also identified in 
the previous analysis, four of which are ABC transporter genes, recognised as highly rel-
evant in the previous analysis. Feature importance scores confirm the role of ABCA13 
in distinguishing clusters, particularly cluster 3. Cluster-specific feature graphs confirm 
the central roles of ABCA13, ABCA10, and ABCA4, showcasing both shared and unique 
feature interactions across clusters. Additionally, genes such as ACAN, ACOXL, ACSL6, 
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and ACCN4, which were not present in the initial subset of 200 features, emerge as 
important in the larger dataset and should be considered for further investigation.

Limitations of the proposed approach

While the proposed methodology proved effective in identifying relevant features and 
feature combinations in unsupervised random forests, several limitations are acknowl-
edged. The proposed graph-building method does not directly capture (a) longer-range 
relationships, where pairs of features consistently appear at a certain distance from each 
other in the trees but are not in immediate proximity, and (b) higher-order relationships, 
involving sets of features that frequently occur in close proximity in the trees. To address 
the first point, we propose extending our graph-building strategy to account for paths, 
rather than only considering direct edges. In this extended approach, weights would be 
assigned to paths of a given length within the trees, and the graphs would be constructed 

Fig. 9 Application to TCGA kidney cancer data for interpretable disease subtype discovery, preprocessed 
by selecting the top 250 and bottom 250 features based on variance: a survival curves, b cluster-specific 
feature graphs (displaying only edges with weights in the upper 0.95 quantiles), and c cluster-specific feature 
importance for the three identified patient subgroups
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by aggregating these weights over pairs of features. Graphs built over different path 
lengths could then be combined. To address the second point, we propose modelling 
higher-order relationships as hyper-graphs. In this work, we deliberately focused on sim-
ple graphs to enhance interpretability and facilitate users in navigating feature relation-
ships. However, when the primary objective shifts from interpretability toward feature 
selection, incorporating higher-order complexity through hyper-graphs could provide 
additional insights.

In the graph-mining phase, our greedy algorithm for feature selection assumes that 
the feature graph is connected to select the best feature from the whole set of available 
features at each iteration. While we suggested in Mining the feature graph section that 
increasing the number of trees in the random forest generally ensures graph connectiv-
ity, this may not always be feasible when computational resources are constrained and 
the number of features is very large. In such cases, alternative mining strategies that can 
efficiently handle disconnected graphs should be developed, and this will be a focus for 
future research.

Another notable limitation lies in how feature importance is conveyed. Our greedy-
graph algorithm outputs a feature ranking, determined by the order in which features 
are selected, rather than an explicit feature importance score. While we suggested that 
feature centrality could serve as a proxy for importance, our experiments showed that 
there can be a disconnect between the features selected by the greedy algorithm and 
their corresponding centrality scores (see Fig. 7). To address this, future work will focus 
on developing an algorithm that can simultaneously and coherently provide a ranking 
and a graph-based feature importance score.

Conclusion and future work
This study introduces a novel methodology to enhance the interpretability of unsuper-
vised random forests by elucidating feature contributions through the construction of 
feature graphs, applicable to both entire datasets and individual clusters. In these graphs, 
feature centrality reflects their relevance to the clustering task and edge weights indi-
cate the discriminative ability of feature pairs. Additionally, two feature selection strat-
egies are presented: a brute-force approach with exponential complexity and a greedy 
method with polynomial complexity. Extensive evaluation on synthetic and benchmark 
datasets demonstrates consistent behaviour between the two methods, suggesting that 
the greedy approximate algorithm also yields accurate solutions. Evaluation on bench-
mark datasets indicates that our greedy-graph approach outperforms three state-of-the-
art feature selection strategies, resulting in superior clustering performance across most 
benchmarks at a lower computational cost. Importantly, greedy-graph exhibits a higher 
degree of monotonicity in performance, where clustering performance consistently 
improves with an increased number of selected features, mitigating the risk of selecting 
suboptimal feature subsets. It also demonstrates superior stability in feature ranks and 
selected feature subsets across multiple iterations, providing a robust solution for appli-
cations such as biomarker discovery, where further testing of relevant features is costly 
and time-intensive. Additionally, greedy-graph stands out for its versatility and compu-
tational efficiency, making it particularly suitable for biomedical applications character-
ised by high-dimensional data. A practical application to disease subtyping illustrates 
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its ability to offer precise insights into patient stratification through cluster-specific 
analysis.

Moving forward, there are several avenues for further exploration. First, the graph-
building procedure can be enhanced by defining alternative edge-building criteria, for 
instance, by combining sample and fixation strategies. The constructed graph offers 
ample opportunities for exploration through a diverse range of graph metrics, includ-
ing eccentricity, clustering coefficients, and various centrality metrics. Graph-mining 
algorithms such as graph search and community detection methods could unveil deeper 
insights into the structure of the feature graph. Moreover, while the current graph-build-
ing procedure only considers splitting features, enriching the graph representation to 
also include splitting values could provide additional context to the feature interactions 
captured within the graph. Lastly, the proposed methodologies will undergo systematic 
evaluation against a broader set of feature selection techniques and across multiple high-
dimensional datasets. Their application to a variety of disease subtyping tasks beyond 
kidney cancer will be thoroughly explored, highlighting broader applicability and utility 
in diverse biomedical contexts.
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